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a b s t r a c t 

We address the femtocell clustering together with the resource allocation in macro-femtocell networks. 

The clustering schemes allow the implementation of distributed approaches that can run locally within 

each cluster. Nevertheless, several limitations should be addressed for dense femtocell deployment, such 

as: lack of clustering schemes that encourage femtocells to grant service to public users and to become 

cluster members while guaranteeing their subscriber satisfaction, inefficient bandwidth usage due to the 

lack of bandwidth adaptation per tier when the cluster configuration changes, and lack of power control 

mechanisms to reduce interference. In this paper, we propose a distributed clustering model based on a 

cooperative game, where femtocells are encouraged to cooperate by forming clusters and rewarded with 

resources from macrocell. Our solution consists of: a cluster formation based on a coalitional game among 

femtocells and the macrocell to determine the subcarrier distribution per tier, a base station selection for 

public users and a resource allocation algorithm using Particle Swarm Optimization. We compare our 

solution with a centralized clustering approach and our cooperative clustering model using the well- 

known Weighted Water Filling resource allocation algorithm. Simulation results show that our proposal 

obtains throughput values similar to the centralized approach, satisfies the service requirements for both 

types of users and reduces the interference in comparison with the benchmark models. 

© 2018 Elsevier B.V. All rights reserved. 
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1. Introduction 

Femtocell (FC) technology has been used to solve the main

limitations of the traditional cellular networks, such as: poor in-

door coverage, degraded signal at cell-edge, offloading traffic and

the inefficient use of spectrum. However, there are still several

challenges such as base station (BS) selection, resource allocation,

power control and interference mitigation due to the dense de-

ployment of femtocells. 

Femtocells are connected to the mobile core network by means

of an Internet backhaul (e.g. DSL connection) [1] . A femtocell sup-

ports all cellular standard protocols such as CDMA, GSM, WCDMA,

LTE, WiMAX, and also all the protocols standardized by 3GPP,

3GPP2 and IEEE/WiMAX [2] . 
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In a macro-femtocell network, mobile users are classified as

ublic users (PUs) or subscribers (SUs). The public users are the

raditional users of the wireless network while the FC subscribers

re the authorized users that can connect to their own femtocells.

hree access control modes are defined for the public users access

o FCs. These are the closed, open and hybrid access modes [1] .

n closed access mode, only FC subscribers can connect to their

emtocells and these users get full benefit of their own FCs. How-

ver, the network capacity is limited and the interference caused

y FCs to nearby macro users is increased. Open access mode al-

ows any mobile user to use FCs, which requires a tight coordina-

ion between the macrocell (MC) and FCs. Hybrid access mode al-

ows public users to access FCs but FCs reserve some resources for

heir own subscribers. Valcarce et al. [3,4] demonstrated that the

ybrid access mode outperforms the closed and the open access

odes due to its ability to reduce the interference while guaran-

eeing the performance of their own subscribers. 

The resource allocation problem for macro-femtocell networks

as proved to be NP-hard due to the non-convexity of the signal-

o-interference-plus-noise ratio (SINR) [5] . In the literature, some
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Fig. 1. Network model: F C 1 , F C 2 , . . . , F C 10 work in the hybrid access mode and be- 

come cluster members, FC 11 works in closed access mode. 
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9  
entralized approaches have addressed different challenges such

s interference mitigation [6] and resource allocation [7] for non-

ense FC deployment. Nevertheless, these solutions require global

nowledge in real-time and long running times which make these

pproaches unfeasible for dense deployment. 

The complexity of the resource allocation problem is still a

ery challenging issue for dense femtocell deployment. Recently,

C clustering schemes have attracted the attention of researchers

n order to reduce this complexity. The main goal is to form FC

roups that allow the implementation of distributed resource allo-

ation approaches within each FC group. The majority of these ap-

roaches focuses on FCs deployed in the closed access mode (e.g.

8] ), despite the benefits of the hybrid access mode. 

To the best of our knowledge, there are no related works that

ynamically change the bandwidth allocated per tier taking into

ccount the offloading traffic from macrocell and the cooperative

emtocell networks. The main issues that need to be addressed

hen combining clustering and resource allocation for the hybrid

ccess FCs are: (1) the bandwidth starvation in macrocell or clus-

er, (2) guarantees for the FC subscriber transmissions; and (3)

nter-cluster interference mitigation. 

The limitations of the previous works can be summarized as

ollows: 

• Lack of appropriate clustering schemes that encourage FCs to

grant service to the public users while guaranteeing the quality

of service of FC subscriber transmissions without depriving the

macro user transmissions. 

• Lack of dynamic bandwidth allocation per tier when the public

user distribution changes with the cluster configuration. 

• Lack of appropriate FC power control mechanisms to reduce not

only co-tier interference but also inter-cluster interference. 

To overcome these limitations, we propose a distributed clus-

ering model using a game theoretical framework for cooperation

etween macrocell and femtocells that is able to determine the

mount of MC resources (i.e. subcarriers) that can be allocated to

he femto-tier without depriving macro user transmission of re-

ources. Our cooperative game determines first the top-coalition

 

∗ formed by a set of femtocells and the macrocell such that FCs

aximize their subscribers satisfaction and the network operator

aximizes the satisfaction of the public users. Then, other coali-

ions are formed using a fair portion of the allocated bandwidth

o femto-tier. Finally, a distributed resource allocation algorithm is

un locally within each cluster. The objective of this algorithm is

o maximize the cluster throughput. We use Particle Swarm Op-

imization (PSO) technique for the resource allocation algorithm

ue to its ability to obtain a satisfying near-optimal solution while

peeding up the optimization process. 

.1. Motivating example 

In this section, we use a motivating example to demonstrate

hat all entities of the macro-femtocell network (i.e. network,

acrocell, femto-tier, clusters and femtocells) can effectively en-

ance their throughput by means of the clustering. 

Fig. 1 shows a macrocell with eleven deployed femtocells

 F C 1 , F C 2 , . . . , F C 11 ) represented by houses. Each FC is serving one

ubscriber (i.e. a total of 11 subscribers) and 17 public users are

ocated within the FCs’ vicinity. We assume equal demand for sub-

cribers and the public users (e.g. 1 Mbps). The macrocell has 22

vailable channels for both tiers and each channel reaches a max-

mum data rate of 1 Mbps if it is not reused. Spectrum partition-

ng approach [9] is assumed among tiers. This means that a dedi-

ated number of subcarriers is allocated for each tier. The number

f subcarriers allocated to the femto-tier should satisfy at least the
verage demand requested by FCs, D 

f 
SUE 

, that is defined as the sum

f FC’s data rate demands divided by the FC number. 

The network utility can be defined as the sum of all user data

ates: 

 

N = 

∑ 

i ∈ MS 

αm 

i R 

m 

i + U 

F T (1) 

here the first term corresponds to the throughput delivered by

acrocell m and the binary variable αm 

i 
indicates if user i is served

y macrocell m. U 

FT is the femto-tier utility, which is the sum of

he data rates of the users served by FCs and is given by 

 

F T = 

∑ 

c∈ C 

∑ 

f∈ F c 
U 

c + 

∑ 

f∈ F sa 

R 

f 
SU 

(2) 

here F c , F sa , C are the sets of femtocells in coalition or cluster

 , stand-alone femtocells, and clusters, respectively. The first term

n (2) represents the sum of clusters’ utilities, U 

c , and the second

erm is sum of the stand-alone FCs’ utilities. The cluster utility

s estimated as the sum of data rate of both type of users being

erved by cluster members (i.e. 
∑ 

f∈ F c (R 
f 
PU 

+ R 
f 
SU 

) ). 

R 
f 
PU 

represents the sum of the data rate of public users being

erved by the femtocell f , i.e. 
∑ PU 

i α f 
i 

R 
f 
i 

. R 
f 
SU 

corresponds to the

um of the data rate of the subscribers of femtocell f , i.e. 
∑ SU 

i α f 
i 

R 
f 
i 

.

 

f 
i 

is the achievable data rate offered by femtocell f to user i and
f 
i 

is the binary variable indicating the allocation of user i to the 

emtocell f . Finally, FC’s utility is given by 

 

f = 

⎧ ⎪ ⎨ ⎪ ⎩ 

∑ 

j∈ PU 

α f 
j 
R 

f 
j 
+ 

∑ 

i ∈ SU 

α f 
i 

R 

f 
i 

f in a cluster 

∑ 

i ∈ SU 

α f 
i 

R 

f 
i 

otherwise 
(3) 

et us consider three scenarios: (i) FCs work in closed access mode,

ii) FCs work in hybrid access and they are cooperative forming

lusters of equal size, and (iii) FCs work in hybrid access but they

orm clusters of different size. 

In the first scenario, each FC serves only its own subscriber be-

ause of its closed access mode. To reach the maximum data rate

rovided by a channel (i.e. 1 Mbps), dedicated channels are allo-

ated to the users such that the cross-tier and co-tier interferences

re avoided. Thus, the femto-tier needs 11 channels to satisfy the

otal demand required by subscribers while the macro-tier needs

7 Mbps (1 Mbps per PUs) to fulfill the PUs demand. However,

he available channels are not enough to satisfy the total users’

emand. To maximize the femto-tier throughput, the macrocell

hould allocated 11 channels to the femto-tier, grant access to 11

Us and block 6 PUs. Table 1 summarizes the channel distribution

er BSs and their respective utilities. Table 2 shows the through-

ut values for the scenarios with coalition. In the second scenario,

 FCs ( F C , . . . , F C ) choose to form three clusters of equal size
2 10 
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Table 1 

Scenario with no coalition. 

BS Utility BS Utility BS Utility 

( U m , U f ) U f U f 

m 11 FC 4 1 FC 8 1 

FC 1 1 FC 5 1 FC 9 1 

FC 2 1 FC 6 1 FC 10 1 

FC 3 1 FC 7 1 FC 11 1 

Femto-tier utility, U FT : 11 

Total network utility U N : 22 

Available channels: 0 
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while FC 1 and FC 11 work in the closed access mode. The macrocell

rewards with one additional channel to each FC belonging to clus-

ters. These two channels can reach the maximum data rate ow-

ing to the fact that the clusters are far from each other and the

inter-cluster interference can be considered negligible. Each cluster

reaches an utility of 6 Mbps and the femto-tier utility is 20 Mbps

using only 6 channels. The femto tier serves 9 public users and 11

subscribers while the macrocell serves 8 public users. The macro-

cell and network utilities are equal to 8 Mbps and 28 Mbps respec-

tively while keeping 8 available channels for new arriving users.

Fig. 1 depicts the third scenario where only femtocell FC 11 is work-

ing alone and the remaining FCs form three clusters of different

size. Table 2 (b) summarizes the utility of the network entities. The

femto-tier utility is increased to 21 Mbps in comparison with the

second scenario, the overall utility is the same while the num-

ber of available channels is lower than the scenario with cluster

of equal size. 

In summary, the coalitions allow the network to increase the

throughput by means of rewarding FC with extra resources to grant

service to PU and reduce the power consumption due to the prox-

imity of the serving BSs. There is no gain for subscribers when

their FCs become cluster members through the additional allo-

cated channel but the co-tier interference reduction. This moti-

vates our work to investigate how to reward cooperative femtocells

with additional resources from the unused channels in the network

to improve the subscribers satisfaction. For example, three addi-

tional channels could be easily allocated to FC clusters in the sec-

ond scenario and the FCs can increase the subscriber throughput

to 2 Mbps and still keep some available channels for new arriving

users. 

1.2. Contributions 

We propose a new framework that consists of three compo-

nents: a distributed clustering model, a BS selection algorithm for

public users, and a distributed resource allocation. In particular,

our contribution is a model that provides: 

• Bandwidth adaptation per tier based on the bandwidth allo-

cated to a top coalition that maximizes the throughput of pub-

lic users of the network. 
Table 2 

Scenarios with coalition. 

(a) Equal size clusters (b) Different

Cluster Utility F sa Utility Cluster 

( U m , U c ) U f 

m 8 m 

{ FC 2 , FC 3 , FC 4 } 6 FC 1 1 { FC 1 , FC 2 , FC

{ FC 5 , FC 6 , FC 7 } 6 FC 11 1 { FC 5 , FC 6 , FC

{ FC 8 , FC 9 , FC 10 } 6 { FC 8 , FC 9 , FC

Femto-tier utility, U FT : 20 Femto-tier u

Total network utility U N :28 Total networ

Available channels : 8 multicolumn
• Enhanced subscriber satisfaction and reduction of the inter-

cluster interference owing to the fact that FCs can choose to

join or leave their current coalition depending on their SU sat-

isfaction and the inter-cluser interference. 

• Improved public user satisfaction by means of a BS selection al-

gorithm, where each PU prefers to be connected to a FC, which

is member of a cluster and provides higher data rate than the

MC. 

• Enhanced throughput per cluster by means of a cluster based

resource allocation algorithm that maximizes its throughput us-

ing PSO technique. 

Moreover, extensive simulations are carried out to perform a

omparison between the proposed solution and two benchmark

odels: (1) its modified version using the same proposed dis-

ributed clustering scheme with a resource allocation algorithm

ased on the Weighted Water Filling (WWF) applied within each

luster, and (2) a centralized clustering model proposed in [10] . 

.3. Organization 

The rest of the paper is organized as follows: Section 2 presents

n overview of related works. Section 3 describes the sys-

em model and problem formulation. Section 4 presents the

omponents of the game theoretical framework for cluster-

ng and resource allocation as well as the benchmark models.

ection 5 presents and analysis the numerical results obtained for

he proposed and benchmark models. Finally, Section 6 concludes

he paper. 

. Related work 

To overcome the limitations of the traditional cellular networks,

wo technologies have been investigated: the integration of WiFi

nd cellular networks (i.e. heterogeneous wireless networks) and

he deployment of femtocell networks (i.e. two tier cellular net-

orks). Several approaches have focused on the design of inte-

rated WiFi and cellular network such as mobility management

nd admission control [11] , QoS support for mobile users [12] , ef-

cient data offloading from the cellular to WiFi [13] , and energy-

fficient network management [14] to benefit from the heteroge-

eous wireless network. 

Regarding the two-tier networks, several resource allocation ap-

roaches have been proposed in the literature. Some approaches

erform bandwidth optimization [15] , or power optimization [16] .

ther approaches attempt to jointly optimize bandwidth and

ower for the femtocell network by means of maximizing of fem-

ocells network throughput [17] . For non-dense deployment, a

edicated number of subchannels can be assigned to each tier

18,19] while for dense deployment, the spectrum should be shared

mong macrocell and femtocells and interference management

chemes need to be implemented to enhance network throughput,

uch as: power control [20] , fractional spectrum reuse [21] , soft
 size clusters 

Utility F sa Utility 

( U m , U c ) U f 

7 

 3 , FC 4 } 8 FC 11 1 

 7 } 6 

 10 } 6 

tility, U FT : 21 

k utility U N : 28 

4lAvailable channels : 7 
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c  
pectrum reuse [22] and dynamic or opportunistic spectrum reuse

y means of the use of cognitive radios [23] . 

We addressed the resource allocation problem for non-dense

C deployment using linear programming(LP) by means of a lin-

ar approximation of the signal-to-noise ratio [24] or signal-to-

nterference-plus-noise ratio [7] . Due to the complexity of the LP

olutions, we investigated alternative meta-heuristic models to find

 satisfying near-to-optimal solution in less time such as genetic

lgorithm [25] or Particle Swarm Optimization (PSO) [26] . More-

ver, we proposed a centralized meta-heuristic model to address

he problem of joint clustering and resource allocation using PSO

nd demonstrated that the obtained results were close to our opti-

al solution for non-dense scenarios [10] . The disadvantage of our

rior solutions is that they employed centralized approaches either

o solve the resource allocation or the clustering and therefore they

re not suitable for dense deployment. 

Recently, game theory has been proposed as a mechanism to

mplement distributed cluster based resource allocation algorithm

uch as in [ 27,28 , [29] . Abdelnasser et al. [30] propose a semi-

istributed interference management scheme to group femtocells

nto clusters aiming at the minimization of the co-tier interference.

n [27] , a resource allocation algorithm based on clustering and

uality of service (QoS) for hybrid access mode is proposed. Their

lgorithm maximizes the number of satisfied FC subscribers while

erving public users as best-effort service users. These approaches

im at the maximization of the femtocell network throughput. On

he contrary, other approaches consider that femto users are the

econdary users and they are served as best-effort service users in

he network [31] . 

In [32] , an incentive mechanism to motivates FC owners to

hare their FC resources with public users is proposed. This mech-

nism is formulated using game theory where the network opera-

or seeks to maximize its revenue by determining the revenue dis-

ribution among the FC owners, while the FC owners decide the

mount of FC resources to share with public users. This approach

ssumed that femtocells have enough allocated resources to share

ith public users, which leads to an inefficient bandwidth usage if

he public user density close to femtocell decreases. 

. System model 

We consider a network structure where femtocells are deployed

ithin the macrocell coverage as shown in Fig. 1 . SC denote the

et of available subcarriers in the network. To avoid the cross-tier

nterference, the set of subcarriers is split among the two tiers as-

uming the spectrum partitioning approach presented in [18,19] .

he physical bandwidth of subcarrier s is denoted by B s . 

For OFDMA downlink (DL) transmissions [33] , the Shannon’s

ink capacity or spectral efficiency is given by 

s 
k = log 2 (1 + SINR 

s,k 
i 

) (4)

here SINR s,k 
i 

denotes signal-to-interference-plus-noise ratio per-

eived by the mobile user i being served by femtocell k or a macro-

ell m . Since the spectrum partitioning approach among the tiers is

ssumed, the spectral efficiency γ s 
m 

for macro-users DL transmis-

ions is only affected by the signal to noise ratio, which is given

y: 

NR 

s,m 

i 
= 

P s,m 

i 

P L s,m 

i 
× N 0 

; i ∈ MS, s ∈ SC (5)

or DL transmission in femto-tier, as the allocated subcarriers can

e reused among the cluster, the inter-cluster interference is con-

idered for the estimation of the SINR as follows: 
INR 

s,k 
i 

= 

αk 
i 
P s,k 

i 

P L s,k 
i 

× (N 0 + 

∑ 

h ∈{ C\ c} 
∑ 

f∈{ F h } I 
s, f 
i 

) 
; c ∈ C, k ∈ F c , i ∈ MS 

(6) 

here P s,k 
i 

is the transmitted power from serving BS k to user i

n subcarrier s , P L s,k 
i 

is the path loss due to the channel propaga-

ion models for outdoor and indoor environment, and I s,k 
i 

repre-

ents the interference. The interference source is the inter-cluster

nterference and it is represented by the second term of the de-

ominator in Eq. (6) . 

The propagation models used to estimate the path loss are sim-

lar to the ones presented in our previous work [7] and are given

s follows: 

 L s,k 
i 

(dB ) = 

{
10 log 10 (d ω m 

ik 
) + 30 log 10 ( f c ) + 49 , k = m 

10 log 10 (d 
ω f 
ik 

) + 37 , k ∈ F C 
(7) 

here d ik is the distance from BS k to user i that should be given

n meters for FCs and kilometers for MC, fc is the carrier frequency

dopted by the macrocell (in MHz), ω k is the outdoor/indoor at-

enuation factor is assumed to be equal to 3.7 or 3 for outdoor

nd indoor environments, respectively, in accordance with the car-

ier frequency [34] . 

.1. Problem formulation 

The proposed model aims at maximization of the two-tier net-

ork throughput defined as the sum of achievable user data rates

n the overlaid macrocell and FCs being grouped into disjoint clus-

ers. Then, the objective function is formulated as 

max 
, α, β, P 

∑ 

i ∈{ MS} 

∑ 

s ∈{ SC} 
αm 

i β
s,m 

i 
γ s 

m 

+ 

∑ 

c∈{ C} 

∑ 

i ∈{ MS} 

∑ 

f∈{ F C} 

∑ 

s ∈{ SC} 
εc 

f α
f 
i 
βs, f 

i 
γ s 

f , (8) 

here ε is the vector of binary variables and εc 
f 

defines the FC

embership. α and β are the vectors that represent user base sta-

ion association and bandwidth allocation per user, respectively.

n other words, α is the vector composed of the binary vari-

bles, α f 
i 
, αm 

i 
described in Section 1.1 and β comprises binary vari-

bles βs, f 
i 

, that indicate if subcarrier s is allocated to user i in

emtocell f . 

This objective function is subject to the upper bound for trans-

itted power per BS: ∑ 

 ∈ MS 

∑ 

s ∈ SC 

αk 
i P 

s,k 
i 

≤ P Total 
k (9) 

here vector P consists of power allocations per user P s,k 
i 

, k ∈ { m,

C }. MS and SC are the sets of mobile stations and subcarriers, re-

pectively, C is the set of disjoint FC clusters, and γ s 
k 

is the spectral

fficiency given in (4) . 

Exhaustive search could be applied to find the optimal cluster

onfiguration, which means performing the joint BS selection and

esource allocation over all possible cluster configurations. How-

ver, an exhaustive search would require long running times since

he number of possible cluster configuration increases exponen-

ially with the number of femtocells [35] . 

In [36] , we presented a centralized cluster formation that aims

t balancing the traffic load of public users. The model attempts

o find the best cluster configuration by means of the evaluation

f the throughput after running the resource allocation algorithm.

f the network throughput is enhanced and the interference level

s reduced, then, the cluster configuration is kept as the new best

luster configuration. 

.2. Optimization of the cluster based resource allocation problem 

Once the cluster are established, the goal of the resource allo-

ation problem within each cluster is to maximize its throughput.
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Table 3 

Model parameters. 

Name Description 

C Set of clusters 

SC Set of available subcarriers 

MS Set of mobile users 

FC Set of deployed femtocells 

PU Set of public users 

SU Set of subscribers 

S Coalition o Cluster 

F c , F h Set of FCs per cluster c or h 

B s Bandwidth per subcarrier 

N FT 
s Number of subcarriers allocated to femto tier 

N s Number of subcarriers 

N f s Average number of subcarriers required by FCs 

N PU 
used,S 

Number of subcarriers used for PU in the coalition S 

N SU 
used,S 

Number of subcarriers used for SU in the coalition S 

N FT 
s Number of subcarriers allocated to femto tier 

P Total 
k 

Total transmitted power in BS k 

P max,s 
k 

Maximum transmitted power per subcarrier in BS k 

r k Coverage radius of the BS k ∈ { m, FC } 

θ f , θm Attenuation factor of indoor and outdoor environments 

γ s 
k 

Spectral efficiency for subcarrier s in BS k ∈ { m, FC } 

ω k Outdoor/indoor attenuation factor k ∈ m ∪ FC 

f c Carrier frequency adopted by the MC (in MHz) 

N 0 Average thermal noise power 

U c , U FT , U N Utility of cluster c , femto-tier, and macro-femtocell 

network 

D i Data rate demand of mobile user i 

R f 
SU 

sum of data rate of subscribers served by FC f 

R k PU sum of data rate of public users served by BS k ∈ { m, FC } 

d ik Distance from BS k to the user i 

αk 
i 

User i is assigned to BS k 

εc 
f 

Femtocell membership of the cluster c 

βs,k 
i 

Subcarrier allocated to user i in BS k 

P s,k 
i 

Transmitted Power in DL transmission between BS k and 

the user i 

Fig. 2. Game theoretical framework. 
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Thus, the objective function for the cluster based resource alloca-

tion problem is given by 

max 
ε, α, β, P 

∑ 

f∈{ F c } 

∑ 

i ∈{ MS} 

∑ 

s ∈{ SC} 
εc 

f α
f 
i 
βs, f 

i 
γ s 

f (10)

subject to: ∑ 

k ∈{ m,F c } 

∑ 

s ∈{ SC} 
βs,k 

i 
≤ 1 ; i ∈ MS (11)

∑ 

f∈{ F c } 

∑ 

i ∈{ MS} 

∑ 

s ∈{ SC} 
εc 

f α
f 
i 
βs, f 

i 
≤ N s −

∑ 

i ∈{ MS} 

∑ 

s ∈{ SC} 
αm 

i β
s,m 

i 
(12)

log 2 
(
1 + SINR 

s, f 
i 

)
≥ α f 

i 
βs, f 

i 
γ f ; i ∈ MS , f ∈ { F c } , s ∈ { SC} , (13)

∑ 

k ∈{ F c } 
αk 

i ≤ 1 ; i ∈ MS (14)

B s ×
∑ 

s ∈{ SC} 
βs,k 

i 
γ s 

k ≥ αk 
i × D i ; i ∈ MS (15)

Constraint (11) is used to avoid the cross-tier interference, which

means that a subcarrier being used in the macro-tier cannot be

used in a cluster. We also assume orthogonal transmission among

the users in a cluster to avoid the intra-cluster interference. Con-

straint (12) indicates that the number of subcarriers allocated to

cluster c (i.e. femto-tier) should be less or equal to the unused

subcarriers in the macro-tier. Constraint (13) guarantees that the

spectral efficiency achieved by user i within a cluster is higher or

equal than a target spectral efficiency. Finally, constraint (14) indi-

cates that one user can be assigned to only one BS and constraint

(15) establishes the lower bound for minimum data rate for public

users, which is equal to the data rate that macrocell can offer to

the user at any given instant. This optimization problem is solved

using Particle Swarm Optimization (PSO) technique as described in

Section 4.1.7 . 

3.3. Model parameters 

For sake of clarity, Table 3 summarizes the notation used in our

model. 

4. Game theoretical framework for resource allocation in 

macro-femtocell networks 

The proposed framework consists of: (i) BS selection for public

users, (ii) clustering and (iii) resource allocation within each clus-

ter. Fig. 2 presents a flowchart of the proposed framework. Initially,

each FC is consider a cluster or singleton coalition (i.e. | C| = | F C| )
working in the closed access mode. This means that each FC serves

only its own subscribers. 

4.1. Clustering 

Here, we present our clustering approach based on the coali-

tional game theory. The classical coalitional games in characteristic

form are based on the assumption that the value of a coalition can

be computed independently of other coalitions. In our model, the

situation is different because the utility of a coalition depends on

the inter-cluster interference caused by other clusters due to the

resource sharing. Note that we use the terms cluster and coalition

interchangeably. 

Our coalitional game is based on formation of a top-coalition

[37] . The top-coalition is the FC group that maximizes the sum of

the data rate of public users in the two-tier network. This coalition

allows our model to determine the bandwidth that should be used

for both tiers. Then, other coalitions can be formed using a fair

amount of bandwidth allocated for femto-tier, which depends on

the PUs demand satisfied by each coalition. 
.1.1. Coalition formation game fundamentals 

Since coalitional game modelling is a natural way of doing clus-

ering in a multi-agent environment and this paper addresses the

C clustering in a macro-femtocell network, we introduce the no-

ions from coalitional game theory in this section. 

efinition 1 (Game) . A coalitional game is defined as the pair

 N , v ) where N is the set of players, and function v is defined for

ach coalition C ⊆ N , v (S) as a real number representing the util-

ty that coalition S receives. This utility can be distributed in any

rbitrary way among the players in the coalition. 
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efinition 2 (Preference relation) . A preference relation, denoted

y �i , is a reflexive, complete and transitive binary relation on

 i = {S ∈ 2 |N | : i ∈ S } , where S , T ∈ V . The strict preference and

he indifference relation are denoted by 	i and ∼ i respectively

 S 	i T ⇐⇒ [ S �i T and 

and S ∼i T ⇐⇒ [ S �i T and T �i S]). 

efinition 3 (Partition) . Partition π := S ∞ 

, ..., S ‖ ∈ π(N) is a way

f allocating the society of n players into disjoint non-empty coali-

ions S 1 , ..., S k that defines a coalition structure (CS). Coalition

tructure π = {S 1 , S 2 , . . . , S K } is a partition of N , where K ≤ |N |
s a positive integer and C k � = ∅ for any k ∈ 1 , 2 , . . . , K . 

⋃ K 
k =1 S k = N ,

nd S l 
⋂ 

S k = ∅ for any k, l ∈ 1 , 2 , . . . , K and k � = l . The collection of

ll coalition structures in N is denoted by 	(N ) . 

efinition 4 (Top coalition) . Given a non-empty set of players V ⊆
 , a non-empty subset S ⊆ V is a top-coalition of V if and only if

 �i T for any i ∈ S and any T ⊆ V with i ∈ T . A coalition forma-

ion game satisfies the top-coalition property if and only if for any

on-empty set of players V ⊆ N , there exists a top-coalition of V

37] . 

.1.2. Coalitional game for FC clustering 

In our coalitional game, the set of players includes the subset

f available FCs and MC (i.e. N = { F C} ∪ m ) and the function v is

efined for each coalition S or FC cluster FC c is given by 

 (S) = 

⎧ ⎪ ⎪ ⎨ ⎪ ⎪ ⎩ 

∑ 

k ∈ S 
R f 

PU 

γ f 

R m 
PU 

γm 
+ 

∑ 

k ∈ S 
R f 

PU 

γ f 

× (N s − N 

f 
s ) | S| ≥ 1 

0 otherwise 

(16) 

here N 

f 
s is the initial number of subcarriers allocated for FC

ubscribers transmission as the average number of subcarriers re-

uired per femtocells, which is given by: 

 

f 
s = 

∑ 

f∈{ F C} R 

f 
SU 

/γ f 

| F C| × B s 
(17) 

here B s is the bandwidth per subcarrier. Femtocells in stand

lone mode are allowed to reuse this set of subcarriers. Note that

 coalition S is equivalent to the definition of cluster F c given in

ection 1.1 . From now on, we will use S instead of the set F c . 

The utility in (16) represents the resources gained by the coali-

ion and should be divided between the coalition members (i.e. FCs

nd MC). The top coalition is the one that maximizes v(S) for the

acrocell and the set of FCs in the coalition S. The information

vailable at each decision point of the game is the set of candidate

Cs and their demand. We assume that each femtocell is able to

ollect the needed information about the corresponding data rate

emand of nearby PU and neighboring FCs by means of the cogni-

ive pilot channel mechanism [38] . 

We use the same idea as the dynamic coalition formation pro-

osed in [39] , where the payoff of each player in a characteristic

orm is not defined. The characteristic function provides a worth

or the coalition, and each player claims a share of this worth. If

he claims can be met, each player gets it, otherwise, each player

ets the worth it would get if it were to form a single coalition.

e assume fair subcarrier allocation between the coalition mem-

ers. Therefore, the payoff of any player (MC and FCs) k ∈ S is 

k (S) = 

⎧ ⎨ ⎩ 

b × v (S) 

(| S| − 1) 
k ∈ S\ m 

(1 − b) v (S) k = m 

(18) 

here b is a value between [0,1] that represents the portion of the

vailable subcarriers used by the femto-tier. The number of avail-
ble subcarriers for public users can be determined as: 

 

PU 
s = (N s − N 

f 
s ) (19) 

he first step of the coalition formation process is to determine the

op-coalition that maximizes the sum of the PU data rates, guaran-

eeing their subscribers satisfaction and avoiding the starvation of

esource in the macrocell. It is assumed that the macrocell is the

ajor player and takes precedence over the other players (femto-

ells) because the wireless resources belong to the mobile opera-

or. Therefore, public users served by FCs in coalitions can use the

nused subcarriers in the macrocell, which is given as 
b×N PU 

s | F C| . 

At each step (i.e. each time new public users arrive), the avail-

ble actions for the femtocells in stand alone mode are to stay as

ingleton coalition or to join any established coalition that maxi-

izes its payoff without depriving the utilities of the coalition and

he coalition members. The available actions for the femtocells in

 coalition are either to stay or leave the current coalition. If the

verage perceived interference per subcarrier is higher than the in-

erference threshold, then, the femtocell decides to leave the coali-

ion and acts in the stand-alone mode. 

Within a coalition, the femtocell payoff corresponds to the extra

esources for their own subscribers based on the offloaded traffic

rom the macrocell. Thus, the payoff received by FCs depends on

he sum of public user data rates (i.e. 
∑ PU 

i α f 
i 

R 
f 
i 

). FC subscribers

an access the initial number of allocated subcarriers per femto-

ell N 

f 
s plus the remaining resources that public users did not use

n the coalition S , λ f × (b × N 

PU 
s − N 

PU 
used,c 

) . The parameter λf con-

iders the data rate granted to the public user by femtocell f in the

oalition S and is given by: 

f = 

∑ 

i ∈ PU α
f 
i 

R 

f 
i ∑ 

f∈ S 
∑ 

i ∈ PU α
f 
i 

R 

f 
i 

(20) 

t is important to notice that FCs choosing to stay in the closed ac-

ess mode can increase their throughput if their neighboring FCs

ecome members of a cluster due to the inter-cluster interference

eduction. This is owing to the fact that number of FCs sharing the

nitial number of subcarriers allocated to the femto tier is reduced.

o mitigate the inter-cluster interference, we propose to perform

ower control using two different maximum transmitted power

hresholds per FC in order to reach the target spectral efficiency

or the users. One threshold for users inside the FC coverage area,

 

f 
i,max 

, and another threshold for users in the interfering area of the

emtocell, P 
f 

o,max , as shown in Fig. 1 . 

.1.3. Coalition formation algorithm 

The proposed strategy aims to find the best partition of play-

rs, containing a top-coalition S ∗ of femtocells and the macrocell

nd several coalitions of femtocells ( S j ). Note that the top-coalition

s the one that maximizes the sum of achievable data rate of pub-

ic users in the network. This allow the model to determine the

andwidth allocated to macro-tier and the femto-tier cluster. Top-

oalition S ∗ may change over time when new public users arrive

r depart. The coalition formation is described in Algorithm 1 .

The complexity of Algorithm 1 is evaluated by simulations in

ection 5.4 in terms of the running time required by the cluster-

ng scheme. 

.1.4. Cluster head selection 

The cluster head is responsible for the clustering formation.

his means that the cluster head is responsible for searching fem-

ocells working in stand-alone mode and invite them to join the

luster such that the inter-cluster interference can be reduced. If

he invitations are accepted, more resources from the macrocell
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Algorithm 1: Coalition formation algorithm. 

begin 
Initial State of Femtocell: 
Each FC is a cluster, i.e. | F C| = | C| . 
Each FC computes its payoff φi (C, πN ) . 
Neighbor Discovery: 
for f ∈ C do 

f collects RSSI of the neighboring FCs using measurement 
reports from its active users. 

Each FC f keeps a list of neighboring FCs, Neighbor f . 

Coalition Formation 
Step 1 - Base Station Selection 
Run Algorithm 2 
Step 2 - Coalition Formation 
for each f ∈ F sa do 

for each j ∈ Neighbor f that are CH do 
Coalition S j computes the its throughput gain with the 

using Algorithm 3 
If φ∗

i 
(S j ∪ f ) ≥ φ∗

i 
(S j ) S j sends the estimated throughput for 

f being 
a member of the coalition 

S ∗
f 
← max j R 

SU,S j 

f 

S ∗
f 
← S ∗

f 
∪ f 

F sa ← F sa \ f 
Step 3 - Top Coalition Selection 
for each S j ∈ πN do 

Run Algorithm 3 (WWF based resource allocation algorithm) 

T C ← max j∈ N (R PU 
S j 

+ R PU 
m ) 

N 

F T 
s = N 

PU 
used,S j 

+ N 

SU 
used,S j 

+ N 

f 
s 

Step 4 - Cluster Head Selection 
for each S j ∈ πN do 

CH ← max f∈ S j | Neighbor f ∩ F sa | . 
Step 5: Cluster based Resource Allocation 
for each S j ∈ πN do 

Run Algorithm 4 (PSO based resource allocation algorithm) 

Step 6 - Interference Control per FC 
for each S j ∈ πN do 

for each f ∈ S j do 
f computes I s 

f 
using (29) 

If I s 
f 
> I threshold (30) 

f leaves the coalition S j ( S j ← S j \ f 
F sa ← F sa ∪ f 
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B  
can be granted to the cluster. Therefore, our model selects the fem-

tocell with the highest number of neighbors outside of its coalition

as a cluster head, which is responsible of sending the invitations to

the nearby stand alone FCs. Moreover, the cluster head is also re-

sponsible of the resource allocation. 

The required information exchange among the cluster head and

other femtocells can be done via the wired backhaul link. For

convenience, we assume that the wired backhaul communication

meets the tight demands for reliable and low latency communica-

tion to avoid a negative impact on the proposed framework. How-

ever, this issue can be investigated as a future work and is out of

the scope of this paper. 

4.1.5. BS selection for public users 

Public users can be close to several FCs that belong to differ-

ent clusters and our objective is to select the BS that can allocate

the highest data rate. Thus, the required information for this se-

lection is the data rate demands of public users and the link rate

conditions between the surrounding FCs and the MC. First, each

public user sends its data rate demand to each nearby FC that in

turn sends this information to its cluster head. Second, the cluster

head processes the WWF based resource allocation algorithm and

returns to FCs the estimated subcarriers allocation for the users

and then each FC returns the achievable data rate to the public
ser. Finally, each public user sorts the possible data rates in de-

cending order and sends a request to the femtocell with the high-

st data rate. If the BS with the highest data rate has no available

apacity (in terms of number of connected users), the public user

ends the request to the next BS in its list. This procedure for BS

election for public users is described formally in Algorithm 2 . 

Algorithm 2: BS selection for public users. 

Data : PU Set of public users, F C Set of Femtocell, m represents 
Macrocell, 

User Locations ( X i , Y i ), FC Locations ( X f , Y f ), Demands( D i ) 

Result : (A j 
i 
) BS selection 

begin 
Sort PU in decreasing order by their weighted demand (D i ) ; 
for each i ∈ MS do 

Determine the set of neighboring F C user with higher link rate 
than the macrocell. 
if F C user ! = 0 then 

Sort F C user in decreasing order by: link rate, available 
capacity, available resource in its cluster, available number 
of FC to be connected to the cluster. 
Assign user to the first femtocell f in the ordered list. 

α f 
i 

← 1 ; 

Increase the number of public users on FCs. 

N 

f 
PU 

← N 

f 
PU 

+ 1 ; 

Reduce the available capacity of femtocell f . 

else 
Assign user to the macrocell. 
αm 

i 
← 1 ; 

.1.6. WWF based resource allocation per cluster 

WWF is an algorithm that fairly allocates bandwidth based on

sers’ data rate demands [15] . In this case the users are sorted in

scending order according to their data rate demands. The weights

sed in the proposed WWF based algorithm are given by 

 i = 

D i ∑ 

f∈{ S} 
∑ 

i ∈{ MS} α
f 
i 

D i 

(21)

Then, pieces of bandwidth are allocated sequentially to the

sers in several rounds until the available bandwidth is exhausted

r the last user data rate demand is satisfied. The WWF based re-

ource allocation is presented in Algorithm 3 . Since the PSO ap-

Algorithm 3: WWF algorithm per cluster. 

Data : Bandwidth assigned to femto-tier (B m 
f 
) , 

Set of users assigned to femtocell in cluster f ∈ S ( MS S ) 

Result : Data Rate and resources allocated per user ((T c 
i 
) , (B f 

MS 
, P f 

MS 
) . 

begin 
Sort MS c according to the bandwidth required divided by the total 
required bandwidth; 

while i ∈ MS S do 

b ww f 
i 

← min 

( 

b 
required 
i 

−b k −1 
i 

w 
f 
i 

, 
B m 

f 
−∑ i −1 

k =1 

∑ MS f 

j= k b j ∑ MS f 

j= i w 
f 
j 

) 

; 

for j = i → | MS S | do 

while b i is not satisfied and B f and P f are not exhausted do 

b k 
j 
← b k −1 

j 
+ w 

f 
j 
b ww f 

i 
; 

p f 
i 

← min 

(
SNR f 

th 
N 0 P L 

f 
i 
, min (P max 

f 
, P res 

f 
) 
)

; 

Calculate the data rate using Shannon Law’s Capaciy, T S 
i 

roach takes longer computation time than the WWF approach,

e propose to apply the pre-processing of the offered data rate for

ublic users within a cluster using WWF algorithm. Then, once the

S selection for the public users is finally made, the final resource
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llocation is carried out using the PSO based resource allocation,

hich is described in Section 4.1.7 . For the comparison purposes,

e also run simulations using this algorithm as the final resource

llocation within each cluster. 

.1.7. PSO based resource allocation per cluster 

We propose the Particle Swarm Optimization technique for

olving the optimization problem, defined by Eqs. (10) –(15) pre-

ented in Section 3.2 , since this technique has been proven to ob-

ain a satisfying near-optimal solution while speeding up the opti-

ization process. 

PSO is a population-based search approach that requires infor-

ation sharing among the population members to enhance the

earch process by using a combination of deterministic and prob-

bilistic rules. PSO algorithm uses two vectors that determine the

osition and velocity of each particle n at each iteration k. These

wo vectors are updated based on the memory gained by each par-

icle. The position x k +1 
n and velocity v k +1 

n of a particle n at each

teration k are updated as follows: 

 

k +1 
n = x k n + δt v k n , (22)

 

k +1 
n = ωv k n + c 1 r 1 (p local 

k − x k n ) + c 2 r 2 (p global 

k 
− x k n ) , (23)

here δt is the time step value typically considered as unity [40] ,

p local 
k 

and p 
global 

k 
are the best ever position of particle n and the best

lobal position of the entire swarm so far, and r 1 and r 2 represent

andom numbers from interval [0,1]. Moreover, parameters ω, c 1 
nd c 2 are the configuration parameters that determine the PSO

onvergence behavior. The first term of Eq. (23) corresponds to the

nertia of particle i which is used to control the exploration abili-

ies of the swarm. Large inertia values produce higher velocity up-

ates allowing the algorithm to explore the search space globally.

onversely, small inertia values force the velocity to concentrate

n a local region of the search space. The second and third terms

f Eq. (23) are associated with cognitive knowledge that each par-

icle has experienced and the social interactions among particles

espectively [41] . The convergence of PSO is guaranteed if the fol-

owing two stability conditions are met: 

 ≤ (c 1 + c 2 ) ≤ 4 and 

c 1 + c 2 
2 

− 1 ≤ ω ≤ 1 

In order to apply the PSO technique to our optimization prob-

em, we define vectors b and P to represent the location of each

article n in our search space. These vectors represent the allo-

ated bandwidth and transmitted power per user, respectively. The

imension of each vector is equal to the cardinality of the set mo-

ile users in the vicinity of cluster, i.e. | MS S |. We use two different

elocity vectors ( v b , v p ) to update the particle location in each it-

ration and they are updated using Eq. (23) . 

PSO algorithm is formulated as an unconstrained optimizer. One

ay to accommodate constraints is to augment the objective func-

ion with penalties proportional to the degree of constraint infeasi-

ility. The main concern with this method is that the quality of the

olution depends directly on the value of the specified scaling pa-

ameters. For that reason, we use a parameter-less scheme, where

enalties are based on the average of the objective function and

he level of violation of each constraint during each iteration [40] .

herefore, penalty coefficients are determined as 

p l = | f (x ) | g l (x ) ∑ CP 
j=1 [ g(x ) ] 2 

, (24)

here f (x ) is the average objective function, g(x ) is the average

evel of l constraint violation over the current population and CP
th 
s the number of constraints [40] . Then, the fitness function is de-

ned by 

f ∗(x ) = 

⎧ ⎪ ⎨ ⎪ ⎩ 

f (x k n ) , if x k n is feasible 

f (x k n ) + 

CP ∑ 

l=1 

cp l ̂  g (x k n ) , otherwise 
(25) 

nd ̂

 g (x k n ) is determined as 

 

 (x k n ) = max 
(
0 , [ g j (x k n )]) 

)
. (26) 

ccordingly, the average of the fitness function for any population

s approximately equal to f (x ) + | f (x ) | . 
The PSO parameter-less scheme is used to solve minimization

roblems and our objective is to maximize the cluster throughput.

herefore, we need to convert our maximization problem into a

inimization problem. There are several techniques for such con-

ersion [42] . We use a simple one, in which the original objective

unction defined by Eq. (10) is subtracted from a large number Q so

he objective function for our PSO based resource allocation (RA)

odel is determined as follows: 

f RA ( b,P ) = Q −
∑ 

i ∈{ MS} 

∑ 

∈{ m,F C} 
αk 

i b i log 2 (1 + SINR 

s, f 
i 

) (27)

here Q is a large number (at least twice of the maximum

hroughput that can be achieved in a cluster). The binary parame-

er αk 
i 

is the user-base station association and is equal to 1 if bs n ( i )

s equal to k and 0 otherwise as already described in Section 4.1.5 .

ollowing the PSO parameter-less scheme, the fitness function of

ur PSO based resource allocation model is defined by 

f ∗RA (x ) = 

⎧ ⎪ ⎨ ⎪ ⎩ 

f RA ( b,P ) , for feasible solutions 

f RA ( b,P ) + 

CP ∑ 

l=1 

k l ̂  g (b,P) , otherwise 
(28) 

here constraints (11) –(15) are included in 

∑ CP 
l=1 k l ̂  g (b,P) to penal-

ze unfeasible solutions. Algorithm 4 presents the PSO based re-

Algorithm 4: PSO based resource allocation algorithm. 

Data : MS User Locations ( x i , y i ), 
Set of FC member of the cluster ( x f , y f ), 

Users Demands ( D i ), 
BS selection per user ( bs i ), 
bandwidth per cluster ( B c ). 

Result : Bandwidth and power allocation per user (b i , P i ) . 
begin 

for each i ∈ MS do 

b max 
i 

← 

D i 
γ f 

; 

P max 
i 

← min (P max 
f 

, SINR max 
k 

× (N o + I th ) × PL f 
i 
) ; 

Generate initial swarm with the particle positions and velocities 
as follows; 
b ← r 1 . b 

max ; 

P ← P min + r 2 . ( P 
max − P min ) ; 

v b ← r 3 . b 
max ; 

v P ← P min + r 4 . ( P 
max − P min ) ; 

Evaluate Fitness Function; 
Determine first global best of the swarm; 
while k ≤ MaxIteration do 

Update Position; 
Evaluate Fitness Function; 
Determine best local for each particle; 
Determine best global in the swarm and update the best 
global; 
Update velocity; 

ource allocation executed at the cluster head that knows the allo-

ated bandwidth per cluster and pre-fixed BS selection per user.

ur PSO based resource allocation algorithm executed by each

luster head is presented in Algorithm 4 . 
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Table 4 

Parameter settings. 

Network configuration 

Name Description Value 

N s Number of subcarriers 256 

P Total 
m Transmitted power per MC 60 dBm 

P Total 
f 

Transmitted power per FC 10 dBm 

r m , r f Macrocells and femtocell radius 500 m, 20 m 

θ f , θm Attenuation factor of indoor and outdoor 3, 3.7 

γ m , γ f Spectral efficiency for MC or FC (2, 4), 6 

W l Wall loss penetration −3 dB 

f c Carrier frequency 2300 MHz 

N 0 Noise −174 dBm/Hz 

| SU | Number of subscribers per FC 1 

| PU | Number of public users 5–60 

FC Number of deployed femtocells 10 

PSO parameters 

Name Description Value 

c 1 Cognitive knowledge parameter 2.0 

c 2 Social interactions parameter 1.5 

ω Inertia 0.85 

Fig. 3. Subcarriers allocated for subscriber transmissions in FCs forming the top- 

coalition. 
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4.1.8. Interference control mechanism 

Since the proposed solution is distributed, the interference re-

ceived by femtocells in a cluster cannot be estimated before the

resource allocation. Therefore, we propose an interference mitiga-

tion mechanism that allows FCs to leave its current coalition when

the interference levels given by 

I s,k 
i 

= 

∑ 

f∈{ F c \ k } 

∑ 

j∈{ MS\ i } 

∑ 

s ∈{ SC} 

βs, f 
j 

P s, f 
j 

P L f 
i 

, k ∈ S (29)

are higher than the interference threshold denoted as I threshold .

This interference threshold is estimated as the average interference

level received by the subscribers being served by femtocells when

all the femtocells work in the closed access mode: 

I threshold = 

1 

| F C| 
∑ 

f∈{ F C} 

∑ 

i ∈{ MS} 

∑ 

s ∈{ SC} 
α f 

i 
I s, f 
i 

(30)

4.2. Benchmark models 

In order to assess performance of our proposal, we use two

benchmark models. The first benchmark model (BC-WWF) is a cen-

tralized clustering approach using a WWF resource allocation al-

gorithm within each cluster. BC-WWF model corresponds to our

previous work, presented in [36] . This approach attempts to bal-

ance the traffic load of the public users among the clusters with-

out causing the bandwidth starvation at the macro-tier. The model

consists of three components: (1) a centralized BS selection pro-

cedure that ensures that the traffic load of public users is fairly

balanced among the FC clusters, (2) a WWF based resource allo-

cation within each cluster that maximizes the cluster throughput

and avoids co-tier interference, (3) a cluster formation algorithm

to mitigate the co-tier interference and to balance the number of

FC per cluster. This model tries to merge stand-alone FCs with the

cluster that has the highest available capacity in terms of avail-

able subcarriers guaranteeing QoS subscriber transmission without

exceeding the maximum number of FCs per cluster allowed in a

given period of time. The second benchmark model (WWF-Dist)

is a modified version of the solution proposed in this paper and

it consists of our distributed clustering model combined with the

WWF resource allocation algorithm, instead of the PSO based re-

source allocation model, within each cluster. 

5. Simulation results 

We consider a single hexagonal macrocell with 10 femtocells

and high density public users located near the femtocells. The hy-

brid access policy is adopted for FC if it is in a coalition; oth-

erwise it works in the closed access mode. For each FC, we set

two values of maximum transmit power, P 
f 

o,max and P 
f 

i,max 
, that are

used for users in the surrounding of the FC house or inside the

FC house, respectively. Transmissions are affected by the distance

dependent path loss according to the 3GPP specifications [43] and

the external FC house wall loss attenuation of 3 dB. The number

of available subcarriers is 256 and each one has a bandwidth of

15 KHz. We consider the spectrum partitioning approach, in which

different sets of subcarriers are allocated to the macro-tier and the

femto-tier to avoid the cross-tier interference. All relevant network

and environment parameters are described in Table 4 . 

The simulations are executed for different number of public

users (increasing from 10 to 60 with 5 user increment) and with

10 FCs deployed within an area of 240 × 80 m as illustrated in

Fig. 1 . The public users are randomly located within FCs’ vicinity. 

The proposed approach motivates FCs to cooperate and become

member of a cluster by means of the allocation of extra subcar-

riers. To show well this feature, we consider only one subscriber
er FC with random data rate demand (128 kbps to 1 Mbps) in the

ollowing analysis. With more subscribers per FC, more resources

ould be required to satisfy the subscriber data rate demands and

ess public users can be connected to FCs, as it was shown in our

rior work [10] . 

.1. Analysis of the proposed coalition formation 

In this section, we illustrate how the number of FC subcarriers

s increased when FCs cooperate and form a top-coalition and sev-

ral other coalitions. First we focus on the top-coalition and its dy-

amic adaptation caused by new PUs arrivals. This dynamic adap-

ation is illustrated in Fig. 3 where the number of subcarriers allo-

ated to femtocells forming the top-coalition is shown. Initially, the

onsidered three femtocells, FC 3 , FC 2 and FC 9 , work in the stand-

lone mode and share the same subcarriers allocated to the femto-

ier, N 

f 
s . Note that the number of subcarriers allocated for FC 3 in

he stand-alone mode is lower than the number of subcarriers al-

ocated to FC 2 and FC 9 because the data rate demanded by FC 3 ’s

ubscriber is lower than the average data rate demand D 

f 
SUE 

. 

Fig. 3 shows the resulting top-coalition is formed by FC 2 , FC 3 
nd FC 9 at time 5. Note that the top-coalition may change with

he arrivals of new PUs. In this particular scenario, a top coalition

as formed before at time 2 by FC 1 and FC 6 which can be ob-

erved in Fig. 4 (a) when the subscribers’ satisfaction increases to

00%. However, at time 3, FC 2 and FC 3 form the top-coalition that

aximizes the public users achievable data rate. In this case, FC 2 
eceives extra-subcarriers for its subscriber transmission and FC 3 
eeps the same number of subcarriers because its subscriber sat-
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Fig. 4. Subscribers satisfaction in FCs belonging to coalition no. 2 and in stand-alone FCs. 

Fig. 5. Subcarriers satisfaction in FC belonging to the coalitions and stand-alone FC. 
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Fig. 6. Network throughput. 
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sfaction was already 100% as shown in Fig. 5 (a). FC 3 ’s subscriber

ata rate is enhanced by the reduction of the co-tier interference

aused previously by FC 2 . At time 5, FC 9 joins the top-coalition and

s awarded with additional subcarriers for its subscriber transmis-

ion. Moreover, the subscriber satisfactions for femtocells FC 2 and

C 9 are improved because of the extra-subcarriers obtained from

he macrocell and the reduction of the co-tier interference caused

reviously by FC 3 . The total number of subcarriers allocated to the

nal top-coalition for subscribers transmissions is 26. 

Since our model is distributed, we analyze the subscriber sat-

sfactions when the coalitions add new femtocells. Fig. 4 (a) and

b) depicts the subscriber satisfactions for coalition 2 with fem-

ocells FC 1 , FC 6 , and FC 7 and for stand-alone FCs, respectively. We

enote the points where the top-coalition changes in both figures.

ig. 4 (b) shows that stand-alone femtocells are affected when the

hanges occur in the coalitions. It can be observed that most of

he changes in coalitions can effectively enhance the subscribers

atisfaction when compared to their initial subscriber satisfactions,

ven for the stand-alone FCs. 

It can be noticed that the subscriber satisfactions are also af-

ected by the formation of other coalitions in the network. For

xample, Fig. 4 (a) shows that subscribers transmission in FC 6 is

everely affected when FC 2 and FC 3 form the top-coalition. To

void this problem, we propose to implement a splitting mecha-

ism for FCs that have joined any coalition. The idea is that each

ember of a coalition evaluates its interference level. If the inter-

erence value is higher than the average value per FC in the coali-

ion, then, the FC chooses to stay in the stand-alone mode and con-

iders joining other coalitions. 

Fig. 5 (a) presents the subscribers satisfactions for the FCs in

oalition, where the mentioned above preference for leaving a

oalition is applied if a FC senses high interference levels in a given

eriod of time. In this figure, the legends are separated to indicate

emtocells in the same coalition. After period 5, we can see that

ubscriber satisfaction is 100% for almost all FC except for FC 2 . Af-

er period 5, the satisfaction of FC 2 decreases to 85%. This is ow-
 t  
ng to the fact that other coalitions cause interference to the top-

oalition due to the resources sharing. However, this satisfaction

alue is still higher than the ones obtained by the subscribers in

tand-alone mode FCs that are depicted in Fig. 5 (b) or its initial

ubscriber satisfaction (i.e. 30%). 

In summary, the top-coalition C ∗ is determined as the subset

f femtocells, S , and the macrocell that achieve the maximum sum

f data rate for public users without starving the MC resources.

hen, other FCs form coalitions using a portion of the allocated

andwidth to the top-coalition while the FC subscriber satisfaction

s guaranteed and inter-cluster interference is minimized. 

.2. Network throughput 

Here, we present a comparison between the proposed dis-

ributed clustering model, that uses the PSO based distributed re-

ource allocation model, (PSO-Dist) and the WWF based resource

llocation algorithms (WWF-Dist) within each cluster. We also in-

lude the simulation results of our centralized clustering approach

CC-PSO) [10] . Fig. 6 presents the overall network throughput us-

ng the three models. It can be observed that the centralized clus-

ering approach and PSO-Dist model give similar throughput val-
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Fig. 7. Impact of FC coalition over average throughput per user. 

Fig. 8. Average interference per subcarrier. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 5 

Running time for different FC number and high 

density of PU. 

FC number PU number Clustering 

time (s) 

10 30 1.81 

20 60 6.48 

30 90 18.48 

40 120 39.78 

50 150 89.78 

Table 6 

Running time. 

PU number Time (s) 

Clustering Cluster based RAM 

10 1.81 1.75 

20 2.22 2.65 

30 1.62 2.87 

40 0 0 

5
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ues for more than 30 users in the network. For less than 30 users,

the WWF-Dist and CC-PSO models present similar throughput val-

ues while PSO-Dist enhances the network throughput. As stated in

Section 4.1.3 , a FC that perceives an interference higher than the

interference threshold can decide to leave its current coalition and

go back to work in the closed access mode. This can be seen in

Fig. 6 , where some throughput fluctuations exist for the PSO-Dist

model. These fluctuations reflect the fact that a femtocell belongs

to a coalition temporarily but leaves it taking into account the re-

ceived interference level. 

5.3. FC performance metrics analysis 

Some femtocell performance metrics are analyzed in this sec-

tion. In particular the average throughput per type of user (i.e.

public user or subscriber) and the average interference per subcar-

rier are presented for both types of femtocells: the ones that form

coalitions and the stand-alone femtocells. Fig. 7 (a) and (b) shows

the average throughput of FC subscribers and the public users be-

ing served by femtocells in coalition and in the stand-alone mode

(i.e. the closed access mode). 

These results show that the FC subscribers in a coalition can

reach higher throughput than the subscribers served by stand-

alone FCs. This is due to two main features: (1) stand-alone FCs

work in the closed access mode and they do not get extra re-

sources from macrocell since they do not grant access to public

users and (2) the interference in stand-alone FCs is higher than

in FCs that form coalitions. The second feature is illustrated in

Fig. 8 . In summary, the simulation results show that the proposed

approach finds the top-coalition while guaranteeing the minimum

level of FC subscriber satisfaction, which is determined by the sub-

scriber satisfaction in a femtocell working in the closed access

mode. 
.4. Complexity 

Table 5 presents the running times for different number of fem-

ocells and nearby PUs. First and second column represent the

umber of femtocells and number of public users close to their

icinity. The third column corresponds to the time spent on the

lustering formation. We assume that one subscriber is located in-

ide each FC and three public users are located in the FC vicinity,

hich gives high density of the nearby PUs. We can see that the

unning time increases as the number of FC increases. 

Nevertheless, we propose a distributed clustering scheme,

hich means that the model can select disjoint set of FCs in dif-

erent areas and solve the problem for the top coalition in each

rea. Then, the model selects the one that maximizes the public

sers data rate in each respective sector among all the top coali-

ions. If we consider that each sector has 10 FC and that the clus-

ering problem per sector can be solved in parallel, then, the run-

ing time with high PU density is 1.81 s. 

For the case of one sector with 10 FCs, Table 6 presents the run-

ing times for different public users density. First column repre-

ents the number of public users, the second column corresponds

o the time spent on the clustering formation and the third col-

mn indicates the average running time of the model for resource

llocation within a cluster. 

In the initial step, the clustering running time is measured for

he initial coalition formation when 10 public users arrive to the FC

icinity, then, at the next step (i.e. 10 new PUs arrive), the running

ime corresponds to the process of joining the stand alone femto-
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ells to the already established clusters from the previous step, and

o on. We can see that after 30 users the running time of the clus-

ering scheme and resource allocation algorithm becomes 0. This

eans that for more than 30 public users close to FC vicinity, nei-

her the clusters can increase their utility by admitting new fem-

ocells nor the FCs can get extra resources to increase their sub-

criber satisfactions and the users can keep the allocated resources

rom previous step. Finally, it can be observed that the running

ime for the resource allocation algorithm is increased when more

sers are assigned to each coalition. 

. Conclusions 

We propose a game theoretical framework for clustering and

esource allocation in macro-femtocell networks. The proposed so-

ution consists of the FC coalition formation model aiming at max-

mization of the sum of public user data rate and the Particle

warm Optimization based resource allocation algorithm that is

xecuted locally by the cluster head within each cluster. For sim-

licity, we select the cluster head as the femtocell with the highest

umber of neighbors outside of its coalition. The proposed model

s able to determine the best serving BS and the bandwidth and

ower allocation for each user taking into account its data rate de-

and, location and FC proximity. Our solution was compared with

he centralized clustering model. The comparison showed that the

roposed approach presents similar values of network throughput

ithout reducing the subscribers satisfaction by means of reward-

ng FCs with extra resources for their subscriber transmission. In

he tested scenarios, the subscriber satisfaction is at least 85% for

he femtocells belonging to a coalition while for the stand-alone

Cs it is 60%. Moreover, the proposed solution reduces the inter-

luster interference and allows efficient bandwidth usage. As fu-

ure work, we propose to investigate other evolutionary compu-

ational techniques for the resource allocation within a cluster to

educe further the computational time, the evaluation of other

luster head selection techniques, and the incorporation of inter-

luster interference models. 
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